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ABSTRACT
Driving is a cognitively demanding task. Hence, it is neces-
sary to keep the driver’s cognitive load in mind while design-
ing new assistant systems. In this paper, we will present first
goals of the recently started project “The Car That Cares”.
One goal is to keep the driver’s workload low by adapting
the information display to the driver’s abilities and available
cognitive resources. We want to find out if peripheral vision
is a less demanded resource while driving and therefore pro-
pose ambient light as an alternative modality for informa-
tion presentation. Furthermore, we present our approach to
measure the driver’s cognitive load using functional Near-
Infrared Spectroscopy (fNIRS) and other techniques.

Categories and Subject Descriptors
H.5.m [INFORMATION INTERFACES AND PRE-
SENTATION (e.g., HCI)]: MISCELLANEOUS

General Terms
Design; Human Factors; Measurement.

Keywords
peripheral interaction; ambient light; cognitive load; brain
imaging; fNIRS.

1. INTRODUCTION
One of the research objectives of our recently started project
The Car That Cares (CtC) is to find how in-vehicle assis-
tant systems can adapt to the driver’s state (e.g. health or
cognitive state). In the process, we are looking into alterna-
tives to existing assistant systems and interactions between
driver and vehicle as well as into how to measure the driver’s
state.
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Figure 1: (A-I) show different locations for the am-
bient light display. (J) shows the image where par-
ticipants could sketch their ideas.



Coughlin et al. tried to increase safety by alerting or calming
the driver depending on his or her arousal [2]. They stud-
ied methods to assess the driver’s state, such as measuring
skin conductance or eye movement. In addition, they moti-
vated concepts for displaying information, including a light
display. We want to manage the driver’s cognitive load by
adapting the interface to environmental conditions as well
as the abilities and current cognitive load of a driver. We
argue that the load is reduced if information is presented
via a less demanded resource, following Wickens’ multiple
resources theory [22].

Many modalities addressing different cognitive resources
have been introduced to the automotive domain. For ex-
ample, navigation devices using vibro-tactile, visual or au-
ditory cues (e.g. [8, 9, 10]). In addition, warning systems
using visual icons, haptic feedback or auditory signals alone
or in combination were tested (e.g. [1, 7]). As discussed
in [22], peripheral vision and foveal vision demand different
mental resources. This makes peripheral vision an interest-
ing alternative. Our previous work (e.g. [14]) has shown
that ambient light can be utilized to present information in
other domains. Laquai et al. introduced an in-vehicle light
display to keep safe speed [11].

In the following, we will discuss how we plan to find a suit-
able position of an in-vehicle ambient light display. Fur-
thermore, we will introduce designs for our evaluations. In
addition, we will present how we plan to measure the cogni-
tive state of a driver using different techniques. Thereby, we
will focus on functional Near-Infrared Spectroscopy (fNIRS).

2. POSITIONING THE LIGHT DISPLAY
Tönnis et al. gave guidelines on where to place displays in
cars amongst others [20]. However, their guidelines for vi-
sual displays focus on displays that need focused attention.
Complementing this, we want to explore the possible loca-
tions of an ambient light display, which is seen peripherally.

Following a user-centred process, we performed a brain-
storming session with five drivers and identified several lo-
cations for light displays. In a recently conducted online-
survey, we presented nine of these locations to participants
and asked them to rate the locations. Figure 1 shows these
locations. At the end of the survey, participants could pro-
pose own ideas of an ideal position. Furthermore, they were
able to give additional feedback.

Taking this approach enables us to reach more participants
and thereby using fewer resources compared to inviting
drivers to a lab study and presenting different implemen-
tations of real prototypes. However, this approach must not
replace follow-up studies using hardware prototypes, where
effects of different locations on the driver’s perception are
measured.

First results show that most participants preferred the dash-
board as location for the light display as shown in Figure 2.
Participants also rated the dashboard to be the most percep-
tible location. A detailed discussion of this survey will follow
in another work, as the results are yet to be analysed. After
the analysis, we will be able to limit the number of needed
prototypes for the evaluation in more realistic conditions.

Figure 2: Out of 58 participants, 5 did not choose
a favourite location for a light display. 34% of the
remainder chose At the dashboard, while 2% chose
the option None of the shown. At the bottom of the
central console is the least preferred location (2%).

3. DESIGN OF THE EVALUATIONS
In the future, our display should assist the driver in all safety
relevant driving situations. However, we decided to inves-
tigate one scenario as a starting point. The lane-change
test as for example described in [18] is well documented and
therefore publicly replicable. For our evaluations, we adapt
this test by adding other road users and measure how drivers
responded using different lane-change support systems, such
as the light display. In this way, we are able to additionally
measure the driver’s decisions depending on the situation.

An example for a situation within our proposed scenario
“lane change and overtaking manoeuvre”is illustrated in Fig-
ure 3: If the red car wants to overtake the bus, it needs to
change the lane. The situation may be dangerous, if the
driver is not aware of the blue car behind. To alleviate the
problem, our display will shift the attention of the driver to
if the blue car has not been seen. A possible behaviour for
a light display in that situation may be a red flashing point
of light that moves from the centre of view towards the left
sight of the driver to shift his or her attention. However, this
is just an example and may not be suitable at all, as finding
possible behaviours is one aim of our future research. Fur-
ther, we need to assess the driving situation and the driver’s
state before selecting an appropriate modality like ambient
light, to display information to the driver if needed.

For our first evaluation, we plan to create a few prototypes
of light displays at different locations in a driving simula-
tor. The primary task of a driver is to overtake other cars.
Concurrently, a driver needs to judge if it is possible to over-
take based on his assessment of the current situation. We
will measure the cognitive load of a driver performing these
tasks in a baseline condition (no assistance) and different

Figure 3: Example situation: The driver of the red
car wants to overtake the bus, but needs to consider
the blue and yellow car.



prototypes of the ambient light display. In doing so, we
plan to answer the following questions: Can fNIRS be used
to assess cognitive load? Does the location of a light display,
regardless of its behaviour, significantly affect the cognitive
load? In the future, we plan to use the same approach to
evaluate different behaviours and other modalities.

4. COGNITIVE LOAD MEASUREMENT
In this section, we propose our approach on different tech-
niques to measure a driver’s cognitive load. We will further
describe how we plan to find out if fNIRS can be used to
monitor the driver’s state (including load) in real-time.

4.1 Self-assessment
In previous works, we successfully used the NASA Task Load
Index (NASA-TLX) as a self-assessment technique. The
NASA-TLX is one of many post-hoc techniques that use
questionnaires and are described in [5]. The main benefits
of questionnaires are that it is easy to collect and analyse the
data. However, it is not possible to gather the data during
the tasks which may distort the results. In addition, self-
assessment techniques collect the subjective impressions of
drivers which may differ from their actual cognitive load.
Despite that, NASA-TLX is often used in other studies.
Hence, using it as additional measure will enable us to com-
pare our results to related work more easily. Still, we need
a real-time measurement and more accuracy.

4.2 Measuring the driver’s performance
Another way to evaluate cognitive load is to measure the per-
formance of a driver (e.g. braking response times) when solv-
ing secondary tasks that demand cognitive resources (e.g.
setting up a navigation device). This way it is possible to
measure the impact on cognitive load for different tasks, as-
suming that driving performance is related to the cognitive
load. A tertiary task (e.g. n-back) can be added to increase
the load and compare the impact on it for different secondary
tasks at a higher level of cognitive workload. However, using
this technique will only provide insights to the performance
of a user at different levels of load and not on the cognitive
load itself. Furthermore, it is highly dependent on the de-
sign of the tasks. On the other hand, this technique can be
used to find correlations between cognitive load and phys-
iological parameters as it was for example done by Reimer
et al. in [19]. In our scenario, the driver’s secondary task is
to judge if it is possible to overtake based on his assessment
of the current situation with the help of our light display,
compared to judging without assistance.

As described, self-assessment and performance-based mea-
surements can be used during evaluation. Nevertheless, our
multimodal display should eventually be able to adapt to the
driver’s state, including cognitive load, in real-time. Measur-
ing physiological characteristics, such as pupillometry (e.g.
[17]), heart rate or skin conductance (e.g. [19]) can be used
to assess the cognitive workload in real-time, but is still re-
stricted in its validity, as changes in those parameters are
only indicators for cognitive load. The origin of cognitive
load occurs in the brain. Hence, using brain imaging to
study cognitive load is a direct measurement criteria. There
have been studies where brain imaging has been used to
assess cognitive load [6, 13] and we decided to stick with

Figure 4: Measurement Cap used with the fNIRS
system. Source: [16].

this approach. Later, we may integrate other physiological
parameters to increase the accuracy and robustness of the
assessment.

4.3 Measuring cognitive load using fNIRS
In the project CtC, we use the functional Near-Infrared Spec-
troscopy (fNIRS) system to study brain activity. The fNIRS
system measures the absorption changes on sub-surface tis-
sues of the brain. Low-energy optical radiation is transmit-
ted using light sources and the local concentration changes
of oxy-hemoglobin and deoxy-hemoglobin is measured using
optical detectors which can be correlated as a function of
brain activity [15]. Figure 4 shows a set-up of the source-
detector pattern on the measurement cap used in fNIRS
analysis. We use this technique to measure neurophysiologic
activities in the left dorsolateral prefrontal cortex (DLPFC)
and right ventrolateral prefrontal cortex (VLPFC) as these
areas correspond to the cognitive areas of the brain [13].

fNIRS has some advantages over other techniques like func-
tional magnetic resonance imaging (fMRI [21, 4]), electroen-
cephalography (EEG) or magnetoencephalography (MEG).
fNIRS measures both oxy- and deoxy- Hb concentrations
and this extra dimension helps in motion artifact removal
[3]. fMRI requires a strong magnet and produces loud noises.
The subject is constrained to a supine position during scan-
ning making it unsuitable to measure brain activity under
normal working conditions. EEG cannot really differenti-
ate between brain areas and takes much longer to set-up
compared to fNIRS [12]. MEG provides better spatial res-
olution compared to EEG but it is highly sensitive to head
movements just like fMRI.

As mentioned in section 2, we plan to implement prototypes
of different light displays at different locations (peripheral vi-
sual feedback). We plan to measure the brain activity for dif-
ferent locations and to compare brain activation patterns to
reference measurements obtained while subjects performed
a low visual cognitive workload driving task to assess cog-
nitive work using brain activation measures [6]. This data



should make it possible to judge the workload induced by
the location of the light in order to select the locations that
induce least amount of cognitive workload. Based on this
analysis, we will be able to compare different light patterns
at a specific location using the same technique. We also
intend to incorporate other multimodal displays like audio,
audio-tactile or vibro-tactile cues in the future.

5. CONCLUSION
We presented our first goals in the project “The Car That
Cares”. Following Wickens’ multiple resource theory ([22]),
we argue that it is possible to reduce the cognitive load
by displaying information to a less demanded cognitive re-
source. As a first step towards an adapting multimodal dis-
play, we investigate if ambient light is a modality that can
be used to send information to a driver. Therefore, we asked
drivers as to which location of an ambient light display would
be suitable and plan to evaluate the influence on cognitive
load for a subset of these locations.

We plan to use an adapted lane-change task in a driving
simulator as scenario for our evaluations. In addition to
the driver’s performance, we will measure the cognitive load
using NASA-TLX and fNIRS. NASA-TLX is thereby used to
evaluate the validity of the assessed load using fNIRS. Later,
other physiological measurements may be added to receive
more reliable results or increase the driver’s acceptance.

Another short-term goal is to find a location for the ambient
light display and evaluate different patterns of lights. Later,
we would like to look into other modalities and create a
multimodal display. Eventually, this display should be able
to adapt to the driver’s state and divert his or her attention
to unnoticed dangers if needed.
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